
Abstract. We consider methods for determining prop-
erties of molecules between electrodes. We utilize a
heterogeneous and structured solvation model for
describing the physical situation of a molecule located
between electrodes. This method includes directly the
polarization terms of the surrounding environment in
the quantum mechanical equations.
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1 Introduction

In order to determine relevant and measureable molec-
ular properties of molecules located between electrodes
it is beneficial to invoke response theory in order to
calculate time-dependent electromagnetic properties.
The utilization of response methods has mainly been
for computing static and dynamic molecular properties
of molecules in the gas phase [1, 2, 3, 4, 5, 6, 7, 8, 9, 10,
11, 12]. The response methods have been extended to
include solvated molecular systems [13, 14, 15, 16, 17].
For the solvent response methods, one encounters a
model where the solute is enclosed in a spherical cavity
which is embedded in a dielectric medium. The electronic
structure of the solute is represented by either uncor-
related or correlated electronic wave functions. The
electromagnetic molecular properties such as excitation
energies and transition matrix elements, one-photon
and two-photon transition moments, can be obtained
from an analysis of the poles and residues of the
response functions, respectively and mixed electric–
magnetic properties along with first-order and second-
order hyperpolarizability tensors are also obtained from
the response functions. The models have been developed

for nonequilibrium [13, 14, 15, 16] and equilibrium [17]
solvent response models. The electronic structure me-
thods include Hartree–Fock (HF), multiconfigurational
self-consistent reaction field (MCSCRF) and coupled-
cluster SCRF (CCSCRF) and response functions up to
the level of cubic response have been developed.

The research area involving the development of
electronic structure methods for molecules embedded in
a dielectric medium has been a very active one [18, 19,
20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35,
36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51,
52]. The occurrence of nonequilibrium solvation states
which appear when considering optical processes has
been handled by the introduction of optical and inertial
polarization vectors [47, 53]. Most of these models utilize
uncorrelated electronic structure methods for the solute
[18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 31, 32, 33, 34,
35]. The use of correlated electronic methods for sol-
vated molecules has been presented at the second-order
M�ller–Plesset (MP2) level [44, 46], the MCSCRF level
[29, 36] and the CCSCRF level [52].

In order to describe a solvated molecule in a dielectric
film which is adsorbed on a metallic surface or a heter-
ogeneously solvated molecule or a molecule located
between electrodes/metal plates, one has to develope
new methods. Our present aim is to investigate how
energies and linear along with nonlinear optical elec-
tromagnetic properties of molecular systems are influ-
enced by the presence of two or more dielectric media.
These concerns are of importance for many areas of
chemistry, such as electrochemistry, photocatalysis,
molecular wires, surface photochemistry and surface-
enhanced two-photon transitions or hyperpolarizabili-
ties. Therefore, our focus is on how to develop methods
for determining linear and nonlinear response molecular
properties of molecules enclosed within two electrodes
where the metal is given as a perfect conductor and the
electronic structure of the solvated molecular systems is
given by an uncorrelated or a correlated electronic
structure wave function. Our response methods for this
physical situation enable the determination of molecular
properties up to fourth order and they include
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– Frequency-dependent second-order hyperpolarizabil-
ities (c).

– One-, two- and three-photon absorptions.
– Two-photon absorption between excited states.
– Frequency-dependent polarizabilities.
– Frequency-dependent polarizabilities of excited states.
– Frequency-dependent first-order hyperpolarizability

tensors.
– One-, two- and three- photon matrix elements.

The manufacture and development of photonic and
optoelectronic devices have been performed with the
intention of making new materials within telecommu-
nication, data storage and information processing [54,
55, 56, 57, 58, 59, 60, 61, 62, 63]. Theoretical investiga-
tions and numerical computations are helpful for
understanding and predicting the molecular properties
of molecular structures that are coupled to the sur-
rounding media. Here, it is important to investigate the
relationship between the molecular structure and its
molecular properties along with the effects of the sur-
rounding media [1, 2, 3, 64, 65, 66, 67, 68, 69, 70, 71, 72,
73, 74, 75, 76].

Within molecular electronics, electronic transport in
molecular systems or the notion of molecular wires is
a rapidly expanding research field both theoretically
and experimentally [77, 78, 79, 80]. Useful devices
have been designed and manufactured utilizing
molecular units [81, 82, 83, 84, 85, 86, 87]. For future
design and improved understanding of the fundamen-
tal physics behind the multitude of molecular devices
it is pertinent to have theoretical and computational
tools suited for these tasks. The theoretical investiga-
tions have to be based on the actual layout of the
molecular device and include the various externally
applied fields or potentials. Our present contribution
enables theoretical investigations and computational
studies of molecules located between electrodes and
subjected to external fields, either static or frequency-
dependent electromagnetic fields.

We start out by developing a model that describes
how a molecular system is coupled to electrodes and
exposed to an externally applied field or bias. This sec-
tion contains a derivation of how to couple a quantum
mechanical representation of the molecular system with
the bulk electrodes and classical external electromagnetic
fields. We present the equations for describing the
physical situation that the molecules are influenced by.
The quantum mechanical equations are presented in
connection with the classical electrostatic equations.
Thereby, we are able to obtain and calculate wave
functions and energies for the molecule coupled to the
electrodes. The following section (Sect. 3) contains a
derivation of a response method concerning the calcu-
lations of molecular properties of a molecule between
electrodes. The calculated molecular properties in Sect. 4
form the basis for a model determining the conductance
of a molecule between two electrodes and exposed to an
external electric field or bias. The methods in the Sects. 2
and 3 enable us to calculate the necessary energies and
molecular properties of the molecular system located
between the two electrodes that are used in the model

presented in Sect. 4. The last section concludes this
presentation and outlines some of our future work
within this area.

2 The coupling of a molecular system with dielectric media

Theoretical and computational methods involving the
coupling of a molecular system with the surrounding
media have been utilized [18–49, 88, 89, 90, 91]. The
molecular system, the subsystem of principal interest,
is described using quantum mechanics and the sur-
rounding media are treated by a simpler method. The
interactions between the molecular system and the
surrounding media are given by the interactions between
charges and/or induced charges and a van der Waals
term [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31,
32, 33, 34]. Effectively, these interactions are represented
by an interaction operator which is included in the
quantum mechanical equations and the quantum state
for the prinicipal system is determined in the presence of
the other subsystems [18, 19, 20, 21, 22, 23, 24, 25, 26,
27, 28, 29, 31, 32, 33, 35, 40, 42, 44, 45, 46, 47, 48, 49].

A simple example is to think of a molecule embedded
in a dielectric medium as a model of a homogeneously
solvated molecule. In fact such models can be genera-
lized to incorporate any number of external media. Each
such medium then represents a solvent, a solid surface,
an electrode or perhaps a polymer phase. The dielectric
media are modeled as continuous media, each being
linear, homogeneous and isotropic and they are cha-
racterized by a scalar, optical, inertial or static dielectric
constant. In this context a metallic phase is thought of as
a dielectric medium with infinite dielectric constant,
� ¼ 1.

We are interested in the situation where a molecule is
placed between two metal electrodes. The electrostatic
interaction with the metals will be included in the
molecular Hamiltonian and in the case where an external
bias is applied to the metal electrodes we have a simple
electrostatic model of a molecular wire experiment.

Since there is no charge-transfer mechanism in such
a model no current will run through the molecular
wire. However, much insight can be obtained from an
electrostatic model since in such systems the molecule
couples only weakly to the electrodes and the molecule–
metal interactions are dominated by electrostatics. Thus,
an electrostatic model should give a good description of
how much the molecular levels are shifted by the elec-
trodes. This is a vital piece of information if one wants to
model the conductance of a molecular wire.

To model contemporary molecular wire experiments,
a third electrode should be taken into account. This
electrode is situated below the substrate on which the
desired nanostructure is synthesized. To this electrode a
so-called gate voltage is applied which effectively shifts
the molecular levels compared to the Fermi levels of the
source and drain electrodes.

We represent the quantum state of the molecular
system, M, by the electronic wave function, W, and we
denote the charge distribution by qM. The presence of
the charge distribution between the two electrodes gives
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rise to polarization charges in the two surrounding
dielectric media and the creation of a reaction field and a
polarization potential, UindðrÞ, in the dielectric. The
induced reaction field interacts with the molecular
charge distribution, qM, at a point r inside the cavity and
the polarization energy is determined by

Epol ¼
1

2

Z
dr qMðrÞUindðrÞ ð1Þ

and the interaction energy is given by

Eint ¼
Z

drqMðrÞUindðrÞ : ð2Þ

The models for calculating molecular properties
of a molecule between surrounding media require that
we must solve simultaneously a quantum mechanical
problem (the Schrödinger equation) and a classical
electrostatic problem (the Poisson equation). Addition-
ally, the equations for the quantum mechanical and
electrostatic problems have to be solved subject to the
boundary conditions defined by the geometry of the
electrodes.

2.1 The Quantum mechanical problem

We solve the Schrödinger equation using the following
Hamiltonian

HMðq;QÞWðq;QÞ ¼ EðQÞWðq;QÞ ; ð3Þ
where we have included the couplings to the dielectric
media and this is solved for a fixed nuclear configura-
tion. The effective molecular Hamiltonian, HM, is given
as

HMðq;QÞ ¼ H0
Mðq;QÞ þ Wpol ; ð4Þ

where the coordinates of Nel electrons and M nuclei are
termed q � q1; . . . ; qNel

and Q � Q1; . . . ;QM, respec-
tively. The effective molecular Hamiltonian contains
two terms:

– The Hamiltonian of the molecular system in a
vacuum with fixed nuclear configuration, H0

M.
– The interaction, Wpol, between the molecular system

and the dielectric media.

The interaction operator, Wpol, describing the interactions
between the molecule and the dielectric media, depends
on the induced potential, UindðrÞ, in the surrounding
dielectric media along with the molecular charge distri-
bution qmðrÞ. The latter is given by

qmðrÞ ¼
XM
i¼1

Qidðr� RiÞ ; ð5Þ

where Qi is the partial charge on the ith nucleus at
position Ri.

We assign the molecular charge distribution using
the approach proposed by Cioslowski [92, 93]. Previ-
ously, it was demonstrated by Åstrand et al. [94] that
this type of charge assignment follows the normal

convergency rules with respect to one- and many-
electron basis sets.

2.2 The classical electrostatic problem

For a given molecular charge distribution – in our case a
Cioslowski-type point-charge distribution – we want
to determine the induced potential from the electrodes.
Thus, we need to solve the Poisson equation subject to
the appropriate boundary conditions.

In the case of metallic electrodes these are particularly
simple. We want to specify the potential applied to each
electrode, thus we impose Dirichlet boundary conditions
on the potential. With a simple electrode geometry
it may be possible to obtain the corresponding
Green’s function GDðr; r0Þ subject to the constraint that
GDðr; r0Þ ¼ 0 when r0 is on a surface.

Now the potential due to a charge distribution qðr0Þ
in the presence of grounded surfaces is given by

UðrÞ ¼ 1

4pe0

Z
dr0qðr0ÞGDðr; r0Þ : ð6Þ

Since we only want the induced potential we subtract a
free- space Coulomb potential:

UindðrÞ ¼ 1

4pe0

Z
dr0qðr0Þ GDðr; r0Þ �

1

jr� r0j

� �
: ð7Þ

When the sufaces are held at finite voltages the molecule
is exposed to an external potential. In general we have
[95]:

UbiasðrÞ ¼ � 1

4p

Z

S

da0Ubiasðr0Þ oGD

on0
; ð8Þ

where the normal derivative of the Green’s function is
defined as

oGD

on0
¼ $r0GDðr; r0Þ � nðr0Þ : ð9Þ

Here nðr0Þ is unit vector normal to the surface at r0 and
pointing into the electrode. If electrode number i is held
at potential Ubias

i the total potential is given by

UbiasðrÞ ¼ � 1

4p

X
i

Ubias
i

Z

Si

da0
oGD

on0
: ð10Þ

So the total external potential to which a molecule is
exposed is given by

UðrÞ ¼ UindðrÞ þ UbiasðrÞ ð11Þ

2.2.1 Model potentials

For a simple electrode configuration the Green’s func-
tion can be obtained by the method of image charges. As
is well known, a point charge in the vicinity of a metal
surface induces an image charge within the metal. For a
charge at the point r0 ¼ ðx0; y0; z0Þ near a surface in the
x ¼ 0 plane the image charge is at r00 ¼ ð�x0; y0; z0Þ. The
Green’s function to describe the situation is given by:
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GDðr; r0Þ ¼
1

jr� r0j �
1

jr� r00j : ð12Þ

If a second electrode is set in the x ¼ l plane an infinite
number of point charges are induced in each electrode.
Let x̂ be a unit vector in the x-direction. Now r00 ¼
r0 � 2x0x̂. The Green’s function is given by

GDðr; r0Þ ¼
X1

n¼�1

1

jr� ðr0 þ 2nlx̂Þj

�

� 1

jr� ðr0 � 2x0x̂þ 2nlx̂Þj

�
: ð13Þ

The induced potential can now be calculated using
Eq. (7).

If we want to include a third electrode – a gate elec-
trode – the electrostatic problem becomes much harder
to solve. An approximative procedure would be to dis-
regard the gate electrode when calculating the induced
potential UindðrÞ. The problem remaining is then to solve
the Laplace equation with the full electrode configura-
tion. If needed, this problem can also be divided into
two. The constant electric field from the simpler two-
electrode problem is then superimposed on the solution
to the case where a potential, V , is applied to the gate
electrode and the other two electrodes are grounded.

A simple extention to the previous problem is to put a
surface, held at V , in the y ¼ 0 plane. The solution to
this problem is given by [95]

Ubiasðx; yÞ ¼ 4V
p

X
n odd

1

n
exp � npy

l

� �
sin

npx
l

� �
: ð14Þ

2.2.2 The reaction field

We find by introducing the wave function that we
are able to write the interaction operator between the
dielectric media and the molecule as

Wpol ¼
X

j

X
k

UðkÞðrjÞ
X

rs

h/rj qjj/siErs ; ð15Þ

where

– /r and /s represent molecular the orbitals r and s,
respectively.

– The excitation operator, Ers, is defined as:

Ers ¼
X

r

ayrrasr : ð16Þ

– The operators ayrr and arr are the creation and
annihilation operators for an electron in the spin
orbital /rr, respectively.

3 MCSCRF response theory for a molecule surrounded
by dielectric media

This section considers how to obtain the response of a
molecular system coupled to surrounding dielectric
media of the reference state when the total system is
exposed to a time-dependent perturbation. The applica-
tion of a time-dependent perturbation to the system
gives a nonstationary state and this implies that the

time-dependent Schrödinger equation must be consid-
ered. We do this by applying Frenkel’s variation
principle in the form of the Ehrenfest equation and for
the operator A we have

dhAi
dt
¼ oA

ot

� �
� ih½A;H �i ; ð17Þ

where the total Hamiltonian for the molecular system
interacting with an external field is

H ¼ H0 þ Wpol þ V ðtÞ : ð18Þ
The underlying assumptions are

– The terms ðH0 þ WpolÞ form the time-independent
Hamiltonian of the unperturbed system.

– The term V ðtÞ is the time-dependent perturbation
corresponding to the external field.

– The expectation values are determined from the time-
dependent wave function, j0ti, at time t

h� � �i ¼ ht0j � � � j0ti ð19Þ

– The time-dependent wave function j0ti at time t is
given as

j0ti ¼ exp ½ijðtÞ� exp ½iSðtÞ�j0i : ð20Þ

– The electronic wave function j0i is given by an
optimized multiconfigurational self-consistent refer-
ence wave function

ðH0 þ WpolÞj0i ¼ E0j0i ; ð21Þ

– The electronic wave function satisfies the generalized
Brillouin condition

h0j½k;H0 þ Wpol�ji ð22Þ

for both the orbital and configurational variation
parameters, k.

Overall, we have a wave function that has been
optimized in the presence of the surrounding dielectric
media. The two transformation operators, exp ½iSðtÞ� and
exp ½ijðtÞ�, perform unitary transformations in the
configuration and orbital space, respectively. Their
definitions are

SðtÞ ¼
X

n

½SnðtÞRyn þ S�nðtÞRn� ð23Þ

and

jðtÞ ¼
X

k

½jkðtÞcyk þ j�kðtÞck� : ð24Þ

The transformation operators within the configuration
and orbital spaces are defined by

– The excitation operator, ck, which is written as

ck ¼ Epq p > q : ð25Þ

– The state-transfer operator, Rn, which is given as

Rym ¼ jnih0j ð26Þ

125



with jni belonging to the orthogonal complement space
to j0i.

In order to describe the evolution of the molecular
system we introduce a set of operators, T:

T ¼ ðcy;Ry; c;RÞ ; ð27Þ

where the individual components are given as

cy;tk ¼ exp ½ijðtÞ�cyk exp ½�ijðtÞ� ; ð28Þ

ct
k ¼ exp ½ijðtÞ�ck exp ½�ijðtÞ� ; ð29Þ

Ry;tn ¼ exp ½ijðtÞ� exp ½iSðtÞ�Ryn exp ½�iSðtÞ� exp ½�ijðtÞ� ;
ð30Þ

and

Rt
n ¼ exp ½ijðtÞ� exp ½iSðtÞ�Rn exp ½�iSðtÞ� exp ½�ijðtÞ� :

ð31Þ
Therefore, we are able to formulate the Ehrenfest
equation for the time- transformed operator Tt;y as:

d

dt
hTy;ti ¼ oTy;t

ot

� �
� ih½Ty;t;H0�i � ih½Ty;t; V ðtÞ�i

� ih½Ty;t;Wpol�i ;
ð32Þ

where the expectation values are obtained from the time-
dependent wave function, jOti.

We switch on the perturbation of the field adiabati-
cally at t ¼ �1 and we represent the the perturbation
as

V ðtÞ ¼
Z1

�1

dxV x exp½ð�ixþ �Þt� ; ð33Þ

where � is positive infinitesimal number ensuring that the
perturbation is zero at t ¼ �1. V x is the Fourier
transform of V ðtÞ. It is required that the perturbation is
Hermitian and therefore ðV xÞy ¼ V �x.

Additionally, we assume that j0ti is an eigenfunction
(also denoted as a reference state) j0i of H0 at t ¼ �1
and fulfills the Brillouin conditions.

We obtain the following expression of the time-
dependent expectation value of a time-independent
operator A:

h0tjAj0ti

¼ h0jAj0i þ
Z1

�1

dx1exp½ð�ix1 þ �Þt�hhA; V x1iix1

þ 1

2

Z1

�1

dx1

Z1

�1

dx2exp½ð�iðx1 þ x2Þ þ 2�Þt�

� hhA; V x1 ; V x2iix1;x2
þ � � � ; ð34Þ

where the functions hhA; V x1iix1
and hhA; V x1 ; V x2iix1;x2

are the linear and quadratic response functions, respec-
tively [9].

In the case of a concrete external field as a homoge-
neous periodic electromagnetic field we find that the
interaction operator is given by

V t ¼ �ðlF0Þ cosxt ; ð35Þ
where
– the vector l ¼ ðlx; ly ; lzÞ represents the electric dipole
moment operator of the molecular.

– The electric field has frequency x and the strength
of the electric field, F0, is given by

FðtÞ ¼ 1

2
F0½expð�ixtÞ þ expðixtÞ� ¼ F0 cosxt : ð36Þ

Finally, we have the following expression for the inter-
action operator between the external field and the
molecular system

V x ¼ � 1

2
ðlF0Þ½dðx� x0Þ þ dðxþ x0Þ� : ð37Þ

We are able to express the total dipole moment, lind
i ,

induced in the molecule by the electric field, FðtÞ, as a
Taylor expansion with respect to the electric field:

lind
i ¼ lT

i þ
X

j

aTijð�x; xÞF x
j

þ 1

2

X
j;k

bT
ijkð�2x; x;xÞF x

j F x
k

þ 1

6

X
j;k;l

cTijklð�3x; x;x;xÞF x
j F x

k F x
l þ � � �

ð38Þ

The subscripts i, j, k and l denote the molecular axes x, y
and z. The terms entering this expansion give the
molecular response properties of the molecular system
surrounded by the dielectric media. We have denoted
these as lT

i , aTij, bT
ijk , and cTijkl and they are

– The dipole moment, lT
i (an expectation value).

– Frequency - dependent polarizability, aTijð�x; xÞ (a
linear response property).

– Frequency - dependent first order hyperpolarizability,
bT

ijkð�2x; x;xÞ (a quadratic response property).
– Frequency dependent second - order hyperpolarizabil-

ity, cTijklð�3x; x;x;xÞ (a cubic response property).

In order to illustrate the power of the response func-
tions, we consider a situation where for an exact reference
state j0i we are able to write the linear response function
in a basis of eigenfunctions jni of (H0 þ Wpol)

hhA; V xiix ¼ lim
�!0

X
n 6¼0
h0jAjnihnjV xj0i

x� xn þ i�

� lim
�!0

X
n6¼0
h0jV xjnihnjAj0i

xþ xn þ i�
; ð39Þ

where xn ¼ En � E0. From this expression we note
that the linear response function is characterized by
having

– poles at frequency x ¼ �xn that are the excitation
and deexcitation energies of the unperturbed system.

126



– Residues which give the corresponding transition
moments.

The representation of the linear response function as in
Eq. (39) is only true for exact wave functions. It is an
inaccurate and inefficient approach for calculating molec-
ular properties but it illustrates rather nicely the properties
that one is able to obtain[9, 10, 11, 12, 13, 14, 15, 16, 17].

Within the sum - of states - approach we are able to
express the quadratic response functions as

hhB; V xm ; V xniixm;xn

¼
X
p;q>0

"
h0jBjpi hpjV xm jqi � dpqh0jV xm j0i

	 

hqjV xn j0i

ðxm þ xn � xp0Þðxn � xq0Þ

þ
h0jV xn jqi hqjV xm pi � dpqh0jV xm j0i

	 

hpjBj0i

ðxm þ xn þ xp0Þðxn þ xq0Þ

�
h0jV xm jpi hpjBjqi � dpqh0jBj0i

	 

hqjV xn j0i

ðxm þ xp0Þðxn � xq0Þ

þ
h0jBjpi hpjV xn jqi � dpqh0jV xn j0i

	 

hqjV xp j0i

ðxm þ xn � xp0Þðxm � xq0Þ

þ
h0jV xm jqi hqjV xn jpi � dpqh0jV xn j0i

	 

hpjBj0i

ðxm þ xn þ xp0Þðxm þ xq0Þ

�
h0jV xn jpi hpjBjqi � dpqh0jBj0i

	 

hqjV xm j0i

ðxn þ xp0Þðxm � xq0Þ

#
;

ð40Þ

where we have that the energy difference between the
excited state jqi and the ground state j0i is given by
xq0 ¼ Eq � E0. The frequencies of the external electric
field are xm and xn. From Eq. (40) we note that the
spectral representation of the quadratic response func-
tion provides information about

– Poles when either xn or xm equals an excitation or
deexcitation energy and when the sum of the two
frequencies, xn þ xm, is equal to an excitation or
deexcitation energy.

– Residues concerning two-photon transistion matrix
elements and transition moments between nonrefer-
ence states.

Furthermore, within the sum-over-states approach the
cubic response functions can be written as

where we see from Eq. (41) that the information
obtainable from a cubic response function gives

– The energy difference between the excited state for
example jpi and the ground state or reference state.
The energy difference is given by xp0 ¼ Ep � E0.

– The operator P is the permutation operator.
– The frequencies of the external electric field are xm,xn

and xl.
– xn, xm or xl equals an excitation or deexcitation

energy for a one-photon transition.
– xn þ xm, xn, xl, or xm þ xl equal an excitation or

deexcitation energy for a two-photon transition.
– xn þ xm þ xl equals an excitation or deexcitation

energy for a three-photon transition.
– The residues from the cubic response function

provide information about three-photon transition
matrix elements and transition moments between
nonreference states (excited states).

The evolution of the molecular system represented by a
MCSCRF or a SCRF wave function is given by a set of
operators, T,

T ¼ ðcy;Ry; c;RÞ ; ð42Þ
where

cy;tk ¼ exp½ijðtÞ�cyk exp½�ijðtÞ� ; ð43Þ

ct
k ¼ exp½ijðtÞ�ck exp½�ijðtÞ� ; ð44Þ

Ry;tn ¼ exp½ijðtÞ� exp½iSðtÞ�Ryn
� exp½�iSðtÞ� exp½�ijðtÞ�

ð45Þ

and

Rt
n ¼ exp½ijðtÞ� exp½iSðtÞ�Rn

� exp½�iSðtÞ� exp½�ijðtÞ� :
ð46Þ

In the case of a MCSCRF wave function all four
operator types are required, whereas for a SCRF wave
function we only consider two operator types, cy;tk and ct

k.
This leads to an Ehrenfest equation for the time-
transformed operator, Tt;y:

d

dt
hTy;ti ¼ h@T

y;t

@t
i

� ih½Ty;t;H0�i � ih½Ty;t; V ðtÞ�i

� ih½Ty;t;Wpol�i

; ð47Þ

where the expectation values are obtained from the
time-dependant wave function, jOt >. In order to
obtain the response functions from linear to cubic we
solve the Ehrenfest equation for each order of the
perturbation. The only term that has not been

considered previously is the last term in Eq. (47) [9,
10, 11, 12]. Physically, this last term describes the
changes of the response function due to the presence
of the induced charges in the dielectric media. We are
able by using Eq. (15) to express the last term of
Eq. (47) as

hhhB; V xm ; V xn ; V xliiixm;xn;xl
¼
X

Pðm; n; lÞ
X

p;q;r>0

h0jBjpi hpjV xm jqi � dpqh0jV xm j0i
	 


hqjV xn jri � dqrh0jV xn j0i
	 


hrjV xl j0i
ðxm þ xn þ xl � xp0Þðxn þ xl � xq0Þðxr � xl0Þ

;
ð41Þ
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� ih½Ty;t;Wpol�i

¼ �i
X

j

X
k

UðkÞðrjÞ

�
X

pq

h/pj qjj/qih0tj½Ty;t;Epq�j0ti :

ð48Þ

Performing an expansion of j0ti and Ty;t we obtain the
terms to the linear, quadratic and cubic contributions
due to the presence of the dielectric media:

� ih½Ty;t;Wpol�i
¼ Gð0ÞðTy;tÞ þGð1ÞðTy;tÞ þGð2ÞðTy;tÞ þGð3ÞðTy;tÞ þ � � � :

ð49Þ
The modifications of the MCSCF(SCF) equations for
obtaining the linear response functions for a molecule
coupled to dielectric media are obtained by considering
only linear terms in jðtÞ and SðtÞ. For the orbital
operator, ct

k, we find the modifications to be

Gð1Þðct
kÞ ¼ �

X
j

X
k

UðkÞðrjÞ

�
X

pq

h/pjqjj/qi h0j½SðtÞ; ½ck;Epq��j0i
�

þh0j½ck; ½jðtÞ;Epq��j0i
�

ð50Þ

and we find for the operator cy;tk the same expression
except we replace ck by cyk everywhere. If the focus is on a
SCF approach it is only the last term in Eq. (50) that
contributes. For the configurational operator Rt

n we find
the linear response contribution to be

Gð1ÞðRt
nÞ ¼ �

X
j

X
k

UðkÞðrjÞ
X

pq

h/pj qjj/qi h0j½Rn; ½SðtÞ;Epq��j0i
�

þh0j½Rn; ½jðtÞ;Epq��j0i
�

ð51Þ
and again the equation for the configurational operator
Ry;tn is similar to this except all Rn are replaced by Ryn.
In the case of the quadratic response function we find
that the extra terms due to the coupling to the dielectric
media are given by

Gð2Þðct
kÞ ¼

i
2!

X
j

X
k

UðkÞðrjÞ
X

pq

h/pjqjj/qi

� ðh0j½SðtÞ; ½SðtÞ; ½ck;Epq���j0i
þ h0j½ck; ½jðtÞ; ½jðtÞ;Epq���j0i
þ 2h0j½SðtÞ; ½ck; ½jðtÞ;Epq���j0iÞ : ð52Þ

At the HF level we are only concerned with contribu-
tions from the second term to the second-order response
function. As before, we obtain the contributions to the
second-order response function for cy;tk by replacing ck
with cyk.

The extra terms due to the coupling to the dielectric
media related to the configurational operator Rt

n give
the following extra terms for the quadratic response
function

Gð2ÞðRt
nÞ ¼

i
2!

X
j

X
k

UðkÞðrjÞ
X

pq

h/pj qjj/qi

� h0j½Rn; ½SðtÞ; ½SðtÞ;Epq���j0i
�

þh0j½Rn; ½jðtÞ; ½jðtÞ;Epq���j0i
þ2h0j½Rn; ½SðtÞ; ½jðtÞ;Epq���j0i

�
: ð53Þ

The equation for the configurational operator Ry;tn is given
by a similar expression where we replace all Rn by Ryn.

In the case of the cubic response function we have
derived the following extra terms arising from the cou-
pling to the dielectric media:

Gð3Þðct
lÞ ¼

1

3!

X
j

X
k

UðkÞðrjÞ
X

pq

h/pj qjj/qi

� h0j½SðtÞ; ½SðtÞ; ½SðtÞ; ½cl;Epq����j0i


þh0j½cl; ½jðtÞ; ½jðtÞ; ½jðtÞ;Epq����j0i
þ2h0j½SðtÞ; ½SðtÞ; ½cl; ½jðtÞ;Epq����j0i
þ2h0j½SðtÞ; ½cl; ½jðtÞ; ½jðtÞ;Epq����j0i

�
: ð54Þ

Here, it is only the second term that is relevant for
contributions to the cubic response function at the HF
level. The extra terms involving the operator cy;tl are
obtained by replacing cl with cyl .

Concerning the cubic response function, we find in
the case of the configurational operator Rt

n the following
equation for the terms related to the coupling to the
dielectric media

Gð3ÞðRt
nÞ ¼

1

3!

X
j

X
k

UðkÞðrjÞ
X

pq

h/pj qjj/qi

� h0j½Rn; ½SðtÞ; ½SðtÞ; ½SðtÞ;Epq����j0i


þh0j½Rn; ½jðtÞ; ½jðtÞ; ½jðtÞ;Epq����j0i
þ2h0j½Rn; ½SðtÞ; ½SðtÞ; ½jðtÞ;Epq����j0i
þ2h0j½Rn; ½jðtÞ; ½jðtÞ; ½SðtÞ;Epq����j0i

�
: ð55Þ

For the configurational operator Ry;tn we derive a similar
expression with all Rn replaced by Ryn.

The model and associated response method presented
enable us to perform correlated and uncorrelated cal-
culations of molecular properties such as the energies of
excited states for molecules located between electrodes
and exposed to a static or a time-dependent electric field.

4. Conductance of a molecule between two electrodes

In the field of mesoscopic physics, quantum transport
theory based on the non-equilibrium many-particle
Green’s function formalism has been used to derive
expressions for the current through mesoscopic semi-
conductor structures [96, 97, 98]. To describe the current
through molecular wires such an approach should be
merged with a quantum chemical treatment of the mole-
cular problem. In this section we present a derivation of
an expression for the current through a molecule
coupled to two leads. The model utilizes a division of
the system into three subsystems, where the molecule is
one subsystem and the two leads are the other two
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subsystems. The section defines the Hamiltonian of the
system and the expressions for the current.

4.1 Hamiltonian

The total Hamiltonian of the system is divided into three
terms, where the two terms describe the molecule, Hmol

and the leads H leads, and the last term V describes the
coupling between the three subsystems and it is written
as

H ¼ H leads þ Hmol þ V : ð56Þ
The leads are described by a noninteracting Hamiltonian
which is given as a sum over the states at the right and
left lead

H leads ¼
X

l2L;R
elc
y
lcl : ð57Þ

The molecular Hamiltonian could include full electron-
electron interaction. We will also derive a simpler
transport equation valid at the HF level only.

Hmol ¼
X

n

endyndn : ð58Þ

Finally, we describe the coupling as

V ¼
X
l;n

ðVlncyldn þ V �lndynclÞ ; ð59Þ

where the summation includes the interations between
the lead on the left or right, cyl , cl and the molecular
states dyn , and dn.

4.2 Continuity equation

The current from the left electrode to the molecule is
given by

JL ¼ �eh _NLi ¼ �
ie
�h
h½H ;NL�i : ð60Þ

Only the coupling term of the Hamiltonian does not
commute with the operator NL ¼

P
l2L cylcl. We find by

using standard operator algebra that the current is given
as

JL ¼
ie
�h

X
l;n

ðVlnhcyldni � V �lnhdyncliÞ : ð61Þ

This is basically the current to be evaluated. In the
following we invoke the full machinery of nonequilibri-
um Green’s functions. This turns out to be fruitful since
we will be able to confine the problem to the molecular
subspace.

4.3 Green’s Functions

First we define the following:

G>
klðt; t0Þ ¼ �ihckðtÞcylðt0Þi; ð62Þ

G<
klðt; t0Þ ¼ ihcylðt0ÞckðtÞi: ð63Þ

These are the building blocks of several other Green’s
functions, for example the retarded and advanced
Green’s functions, respectively,

Gr
klðt; t0Þ ¼ #ðt � t0ÞfG>

klðt; t0Þ � G<
klðt; t0Þg ð64Þ

Ga
klðt; t0Þ ¼ �#ðt0 � tÞfG>

klðt; t0Þ � G<
klðt; t0Þg ; ð65Þ

For a full account of many-particle Green’s functions
we refer to Refs [99,98]. Our interest is to express
Eq. (61) in terms of the Green’s function G<

klðt; t0Þ.
Since the full Hamiltonian Eq. (56) is time- indepen-
dent the Green’s function Eq. (63) should only depend
on the time difference t � t0. And since the operators
in Eq. (61) describe instantaneous particle transfer we
should write

ihcyldni ¼ lim
ðt�t0Þ!0

ihcylðt0ÞckðtÞi ¼ lim
ðt�t0Þ!0

G<
klðt � t0Þ : ð66Þ

To be able to take this limit we first Fourier transform
the Green function with respect to t � t0. In terms of
energy – dependent Green’s functions we obtain the
following expression for the current

JL ¼
e
�h

X
l;n

Z
de
2p
½VlnG<

nlðeÞ � V �lnG<
lnðeÞ� : ð67Þ

To decompose these Green’s functions we need the
Langreth expression for ‘‘lesser than’’ components of
matrix products.[98] In our case we need

G<
nl ¼

X
m

V �lm½Gr
nmGð0Þ<ll þ G<

nmGð0Þall � ð68Þ

G<
ln ¼

X
m

Vlm½Gð0Þrll G<
mn þ Gð0Þ<ll Ga

mn� : ð69Þ

For this to be valid the leads must be non-interacting.
The Green’s functions with superscript ð0Þ are uncou-
pled, i.e. they are Green’s functions with respect to the
uncoupled system Hamiltonian (H leads þ Hmol). Note,
that Eqs. (68) and (69) contain uncoupled electrode

Green’s functions, Gð0Þ<;r;all , and full Green’s functions,
G<;r;a

mn , for the molecule. Inserting these expressions in
Eq. (67) and interchanging the indices m and n in the last
term, we find that the current from the left electrode to
the molecule is given by

JL ¼
e
�h

X
lmn

Z
de
2p

VlnV �lm½G
ð0Þ<
ll fGr

nm � Ga
nmg

þ G<
nmfG

ð0Þa
ll � Gð0Þrll g� : ð70Þ

The unperturbed Green’s functions can be evaluated
directly from Eqs. (63), (64) and (65) and can be expr-
essed in terms of d-functions:

Gð0Þ<ll ¼ 2pifLdðe� elÞ ð71Þ

Gð0Þall � Gð0Þrll ¼ 2pidðe� elÞ ð72Þ
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The spectral density of the molecular levels due to the
coupling to the left electrode is defined as

CL
mn ¼ 2p

X
l

dðe� elÞVlnV �lm: ð73Þ

The diagonal elements of this matrix represents the
linewidth of the molecular levels. Finally, we find that
the current expression reads

JL ¼
ie
h

X
mn

Z
deCL

mn½fLðGr
nm � Ga

nmÞ þ G<
nm� ð74Þ

and in a matrix notation this becomes

JL ¼
ie
h

Z
de½TrffLC

LðGr � GaÞg þ TrfCLG<g� ð75Þ

4.4 Total current

The current from the right electrode to the molecule is
given by an expression exactly like Eq. (75). When a
steady current is running we have JL ¼ �JR. A
symmetric expression for the total current is found by
averaging:

J ¼ 1

2
ðJL þ JLÞ ¼

1

2
ðJL � JRÞ ð76Þ

In matrix notation this reads

J ¼ ie
2h

Z
de½TrfðfLðeÞCL � fRðeÞCRÞðGr � GaÞg

þ TrfðCL � CRÞG<g� ; ð77Þ

4.5 HF Case

In the case of a non-interacting molecular Hamiltonian
the molecular Green functions satisfy following identi-
ties:

G< ¼ ifLG
rCLGa þ ifRG

rCRGa ð78Þ

Gr � Ga ¼ �iGrðCL þ CRÞGa : ð79Þ
With these expressions the integrand in Eq. (77) reduces
to �2i½fLðeÞ � fRðeÞ�TrfGaCRGrCLg. Now the total
current is given by

J ¼ e
h

Z
de½fLðeÞ � fRðeÞ�TrfGaCRGrCLg ð80Þ

This equation is in fact the starting point for most
molecular wire calculations.

5. Conclusion

We have presented a model and associated response
method for calculating molecular properties of relevance
for the situation where a molecule is placed between
electrodes and exposed to an external field. The proce-
dure enables the calculations of linear, quadratic and

cubic response functions that provide the possibility of
calculating a substantial number of molecular properties
that are of interest when designing molecular wires,
photonic devices and electrooptical switches and a basic
understanding of how the molecular system is influenced
by the presence of the two electrodes and the externally
applied bias.

This is the first model that enables a correlated elec-
tronic structure investigation of molecules located
between electrodes and influenced by an external po-
tential. Our method utilizes the classical idea of the im-
age charge to represent the electrostatic interaction
between the molecule and the surrounding dielectric
media.

It is also the first contribution for this physical situ-
ation where it is possible to calculate frequency-depen-
dent molecular properties up to fourth order at both the
uncorrelated and the correlated electronic structure
level.
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7. Jonsson D, Norman P, Ågren H (1996) J Chem Phys 105: 581
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